
Abstract: This paper studies energy consumption in peer-to-peer protocols in the context of file distribution 
among border devices and wireless sensors, which are limited in processing power and battery duration. 
Gnutella, Chord, CAN, Pastry, and Tapestry protocols were compared to the client-server approach in 
simulations using SimGrid and Triva, analyzing the energy cost of message exchanging. The peer-to-
peer protocols presented less consumption to distribute a file among 10 devices, and the best results were 
achieved by the Chord protocol. The client-server architecture presented the worst results, as expected, due 
to the high concentration of load in a single server. Processing costs of the Gnutella protocol were compared 
to the client-server’s, with very similar results.
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Introduction

The base of pervasive computing is the in-
tegration among sensors or embedded systems 
and the user’s environment. These devices suf-
fer from severe resource restraints in terms of 
processing power, storage space, and battery ca-
pacity. Even though there is a natural evolution 
of technology, it is believed that mobile devices 
and sensors will remain restrained in compari-
son to other devices connected to fixed network 
and power structures (Satyanarayanan, 2001). 
Therefore, the use of these resources must be op-
timized to keep functionality and maximize per-
formance while reducing power consumption. 
One way to help with these objectives is to better 
distribute the network load among the nodes.

In pervasive environments, the client-
server approach may produce unsatisfactory 
results due to the centralization and, hence, 
overcharge server nodes, as well as underuse 
client nodes. This can become an even larger 
issue when the so-called server nodes are not 
directly attached to the power grid. The peer-
to-peer approach is an alternative where nodes 
may both generate and fulfill requests.

In this paper, we evaluated the client-server 
and peer-to-peer approaches in the application 

level for the distribution of files in a scenario 
with uniform nodes, with the main metric being 
energy consumption. Gnutella, Chord, CAN, 
Pastry, and Tapestry protocols were compared 
using SimGrid, Triva, and Avrora tools. The Ti-
nyOS operating system was used to evaluate 
computational costs of each one of the protocols.

For the simulated scenarios, Chord present-
ed the smallest energy consumption, due to its 
advantage when forwarding file requisitions. 
CAN and Chord presented similar results, but 
Chord presented slightly better results due to 
storing more routing information, which may 
reduce its application for some embedded de-
vices. Tapestry presented the most uniform 
energy consumption among nodes. The client-
server presented the worst results as expected, 
due to the concentration of load in a single 
server node. However, in environments where 
servers are not severely restricted in terms of 
power, this disadvantage is not important.

This paper is divided as follows. In Section 
2, the main differences between the chosen 
protocols are presented. Then, tools are intro-
duced in Section 3. The simulation workflow 
is detailed in Section 4. After that, Section 5 
discusses simulation results. Finally, Section 
6 presents the final remarks and future work.



Journal of Applied Computing Research, vol. 1, n. 2, p. 104-110, Jul/Dec 2011 105

Fonseca, Camargo, Pilla and Cavalheiro | Energy Consumption in Peer-to-Peer Protocols for Ubiquitous Devices

Related Work

Gnutella (Ripeanu, 2001) defines an archi-
tecture where each node sends a message to 
all neighbors when searching for a resource. 
The neighbors also forward the message to 
all its own neighbors, except the one that 
originally sent it the message. The search 
for a resource (and the message forward-
ing) is finished when the resource is found 
or when the request is forwarded through a 
given number of nodes, thus avoiding an infi-
nite search. This flooding protocol requires a 
large processing power and bandwidth, and 
it does not guarantee access to a resource. To 
solve this limitation, protocols of structured 
architecture have been developed, where the 
network organization is built using a deter-
ministic procedure. The most widely used 
way to address these issues is to organize re-
sources in distributed hash tables.

In systems using Distributed Hash Tables 
(DHTs), nodes and resources are assigned a 
key, usually calculated using a consistent hash 
function (Silva et al., 2005). The most widely 
known protocols based in DHT are Chord, 
CAN, Pastry, and Tapestry (now Chimera). 
For all the cited protocols, the discovery proc-
ess of a new node is external to the protocol.

Chord (Stoica et al., 2003) maps each node 
using an m bit key, hence allowing a maximum 
number of 2m nodes in the network. These 
nodes are ordered by increasing the number 
of identifier in a ring. Each node knows its 
succeeding neighbor. Resources are also iden-
tified and stored in nodes, accordingly. 

Figure 1 presents a Chord ring with five 
nodes (circles) and three resources (rectan-
gles). As the resources are allocated to the 
nodes with succeeding identifiers in the ring, 
resource #1 is kept by node #3, resource #4 is 
stored in node #5, and so on. Besides its own 
succeeding node, a given node may know the 
location of log n other nodes to reduce com-
munication costs.

The CAN protocol (Ratsanamy et al., 2001) 
defines identifiers as points in a virtual Car-
tesian space with d dimensions. Each node is 
responsible for an area defined accordingly 
to its location. Figure 2 presents a [0,2]x[0,2] 
2D space with seven nodes and five resources. 
Nodes are considered neighbors if they have 
common sides and routing is implemented 
through a greedy strategy where a message 
is sent to the node nearest to destiny in the 
virtual space.

The Pastry protocol (Rowstron and Dun-
schel, 2001) organizes nodes and resources in 
a virtual circular space ordered by identifiers, 
based on the algorithm presented by (Plax-
ton et al., 1997). Identifiers have 128 bits. Each 
node has three routing tables. The first one 
keeps a set of leaves with the nearest nodes. 
The second table has lines and 2b columns, N 
being the number of nodes in the network. 
Each line corresponds to the node whose pre-
fix has n bits equal to the current node. The 
last table keeps the nearest nodes according to 
some metric, such as latency. Figure 3 shows 
an example of a table for a Pastry node. 

The Tapestry protocol (Zhao et al., 2004), 
now renamed to Chimera is similar to the 

Figure 1. A Chord ring with five nodes and 
three resources. Source : (Coulouris et al. 2007).

Figure 2. A CAN Virtual Space with dimensions 
[0,2]x[0,2]. Source: (Coulouris et al., 2007).
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Pastry protocol. Each node holds a table with 
information about some nodes. This table is 
divided in levels, where the i-level has the lo-
cation of nodes with the same i-1 bit prefix. 
Hence, searching a key is done in steps in the 
levels at each hop.

During publishing, the node with the iden-
tifier that is nearest to the resource key will be 
responsible for keeping its content. A publish-
ing message is sent to all the nodes in the first 
level of the current node. These will forward 
the message to their second level and so on, 
until the node that holds the resource is found. 
To find a resource, it is enough to find a node 
that is part of the publishing tree to discover 
its location. Figure 4 shows the publishing and 
discovery of a resource with id 4378 in a Tap-
estry network. 

Simulation Tools

TinyOS (Levis et al., 2004) is a minimalistic 
operating system aimed for networks of wire-
less sensors. It has been developed for systems 
with severe power constraints. TinyOS of-

fers abstractions for services such as sensing, 
communication, and storage. Communication 
among components occurs through interfaces, 
establishing a hierarchy of components. Execu-
tion of applications is done through interactions 
among user components and operating system.

Avrora (Titzer et al., 2004) is a set tools for 
simulation and program analysis developed 
for AVR microcontrollers such as the ones 
found in ATMel and Mica2 sensors. Simulation 
is executed in instruction level, with great pre-
cision. Networks of sensors can be simulated, 
with information about energy consumption in 
Joules, number of cycles per instruction, as well 
as debugging and profiling functions, memory 
usage and content, among other possibilities. 
Simulations generate reports in plain text with 
all the information requested by the user. 

Triva (Schnorr et al., 2010) analyses paje trace 
files from the execution of parallel applications. 
Together with the GraphViz library (Ellson et 
al., 2001), Triva presents graphical information 
about the behavior of monitored applications. 
It is possible to generate the graph of the simu-
lated network to expose its logical topology.

Figure 3. Tables for node 10233102 in a Pastry network.
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SimGrid (Casanova et al., 2008) is a set of 
services implemented in C for simulation. The 
MSG module aims to ease prototyping distrib-
uted applications, abstracting details such as 
communication primitives. Traces are execut-
ed and evaluated, presenting the messages ex-
changed among network nodes.

The first step in the SimGrid environment 
is to generate the platform for the simulation. 
This platform is defined in a XML file, generat-
ed with the help of the Simulacrum tool. Then, 
the application to be simulated is defined, and 
the processes are described in C source files. In 
the next step, a XML file with the description 
of the distribution of processes among nodes 
is defined. After all these configuration files 
have been defined, it is possible to execute the 
simulation.

The simulation generates a trace file, which 
is given as input for the Triva tool. Trace files 
are analyzed and a graph is generated present-
ing specific characteristics about the simula-
tion. Figure 5 shows this process. 

In the TinyOS environment, first a nesC 
source file with the application to be simulated 
is developed. This file is compiled and gener-
ates an object file. It is then processed by the 
avr-objdump tool to build an executable file for 
the Avrora architecture. The simulation out-
puts information about energy consumption.

Results

To compare the chosen protocols, a test 
scenario where a network of ten nodes and a 
file to be distributed was developed. For the 
client-server approach, ten clients and one 
server were used, while in the peer-to-peer ap-
proaches ten peers were simulated. 

Four message types were used:
�  Requisitions, sent by nodes that want to 

receive an information or resource;

�  Answers, sent by nodes that received req-
uisitions;
�  Messages encapsulating files; and
�  Acknowledgments to received file messages.

Requisition messages are very short, hence 
they are not counted. Answer messages have 
a short, constant size, empirically chosen as 5 
KB. Acknowledgments and file messages were 
defined as 1 MB. This size was chosen with the 
objective of generating a significant load in the 
network, but without congestion. Processing 
a message has a cost proportional to its size, 
and each processor is capable of 100 KFLOPS. 
Transmission rates are only limited by network 
bandwidth, which was fixed in 125 Kbps. The 
latency simulated was fixed in 1 μs, simulating 
a local network environment.

Experiments were divided in measuring mes-
sage costs, and measuring computational cost of 
the algorithms. Network measurements were 
simulated in SimGrid, while the other measure-
ments were executed in TinyOS and Avrora.

Six different file transfer protocols were 
simulated in SimGrid. One of the simula-
tions implemented a client-server approach. 
The remaining simulations implemented the 
peer-to-peer protocols discussed in Section 2: 
Gnutella, Chord, CAN, Pastry, and Tapestry. 
Both approaches were developed with the 
Simulacrum tool (Quinson et al., 2010), with 
the only difference that the client-server ap-
proach has an extra node for the server. 

SimGrid’s simulations are deterministic, thus 
there is no point in repeating the experiments 
multiple times. In Avrora, each experiment was 
executed 30 times and the average calculated.

Network Simulations

The simulation of the network costs of the 
protocols for the simulated scenarios produces 

Figure 4. Tapestry routing. Source: (Zhao et al., 2004)
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results measured in energy units (e.u.), which 
are not absolute values as they are dependent 
on specific details of the network equipment 
used, but are proportional to real energy units 
such as Joules.

For the client-server approach, the average 
consumption was 16528 e.u., while the stand-
ard deviation is 24700 e.u. As it can be seen, 
the average is much smaller than the stand-
ard deviation, because the amount of energy 
spent in the server is much larger (90909 e.u. 
for the server and 9090 e.u. for each client) 
and thus the individual values do not follow a 
Poisson distribution. 

Figure 6 shows the average consumption 
and standard deviation for the peer-to-peer 
protocols. Standard deviation is shown as the 
error signal on top of each column. The aver-
age energy consumption for the Chord proto-
col is the smallest one, with 627 e.u. CAN is 
the second best, with an average consump-
tion of 678 e.u. Gnutella presents the largest 
average consumption, with an average of 1577 
e.u., more than two times the energy spent by 
Chord and CAN, but still less than the client-
server. Its worse results are mainly due to not 
having a distributed hash table and relying 
on flooding for searches. The standard devia-

tion for Tapestry was 319 e.u., the best result. 
Gnutella again presents the worst results, with 
a standard deviation of 981 e.u.

Figure 7 shows the distribution of energy 
consumption among peers in the Chord pro-
tocol. Each column corresponds to a peer, the 
uppermost part being related to the messages, 
and the bottom part related to the energy con-
sumption during the file transfers. Notice that 
it is not necessary to execute an organization 
step for each file transfer. The large variation 
on the distribution of energy consumption is 
due to the fact that each node distributes the 
file to a variable number of nodes, unlike the 
client-server approach where the load is con-
centrated in a server node.

The best protocol may be chosen based on 
the network characteristics. The protocol that 
presents the lowest energy consumption dur-
ing the organization step is the CAN protocol, 
due to its more simpler construction of an or-
ganized space of identifiers. The best protocol 
in the routing step was Chord. Its advantage 
is due to being the only one having a routing 
table with a fixed number of contacts defined 
from the size of the space of identifiers.

Processing Costs

Two applications implementing the client-
server protocol and one of the peer-to-peer 
alternatives were simulated in the TinyOS 
environment. Gnutella was chosen in order to 
get the worst-case scenario for the peer-to-peer 
protocols and compare it to the client-server 
approach.

The Avrora tool was used to simulate the 
nodes and analyze the energy spent. Each 
simulation was repeated 30 times, and the 
following results are the average of all execu-
tions. Avrora outputs energy measurements in 
Joules.

Table 1 presents the average energy spent in 
each node during the distribution of a file us-
ing the client-server approach and the Gnutella 
protocol. For both cases the difference among 
clients (or peers, in the Gnutella case) are very 
small. However, the difference of energy spent 
in peers and clients is small, with 7.2% less en-
ergy spent by clients. Even if the energy spent 
in the server is accounted, the client-server is 
still more economic in average, requiring 6.5% 
less energy than Gnutella. But as we simulat-
ed an extra server, the total amount of energy 
spent was larger, with 3.5332 J in client server 
and 3.4350 J in Gnutella.

Figure 5. Workflow for the network simulation.
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Final Remarks

In this work, two different scenarios for the 
distribution of a file to border devices were eval-
uated. The first scenario evaluated client-server 
architecture, while the second scenario evaluat-
ed five different protocols. Simulations in Sim-
Grid and TinyOS showed that the client-server 
approach did not distribute nor minimized the 
energy spent; however, it may be an interesting 
option when the node that keeps the resource is 
directly connected to the power grid.

Among the peer-to-peer protocols, Chord 
was the most economic. On the other hand, the 
Tapestry protocol presented the most uniform 
distribution of energy consumption among 
peers, followed by Chord. During the organi-

zation step, the smallest consumption was ob-
served for the CAN protocol. In the routing 
and file distribution steps, the Chord protocol 
showed the best results again. 

The worst results for the peer-to-peer pro-
tocols were those from the Gnutella protocol, 
mainly due to it not being a structured proto-
col and lacking distributed hash tables. Hence, 
for scenarios with a small number of nodes, 
Chord is a good choice.

In future works, we expect to simulate and 
evaluate different environments, with em-
phasis in networks with a larger number of 
devices. We also intend to implement DHT-
based protocols for simulation in the TinyOS 
to get more precise results in terms of ener-
getic efficiency for these protocols.

Figure 6. Average energy consumption and standard deviation for peer-to-peer protocols in 
energy units (e.u.)

Figure 7. Energy consumption distribution among peers in the Chord protocol.
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