
Artigo está licenciado sob forma de uma licença
Creative Commons Atribuição 4.0 Internacional.

ABSTRACT

The article discusses which philosophical tools are indispensable and fundamental for understanding 
the meaning of technology in modern times. It focuses on the debate about artificial intelligence “re-
placing thought”. It provides philosophical criteria for evaluating the rupture between humanism and 
technology and possible interpretative and analytical choices about human cognition and the possibility 
of its duplication by machines. It raises ethical and legal issues in the current debates involving Artificial 
Intelligence and Philosophy, in the sense of the need to regulate the use of artificial intelligence ethi-
cally and legally, considering the human perspective of its use and the impacts on humanity. It ponders 
whether a philosophy of reconstruction of the world will emerge based on technological standards or 
whether it will look to the humanist tradition to develop an interpretation, given that relations between 
humans and machines are still unclear.
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1 Introduction: machinery and intelligence

The technological evolution and human experience over the last four decades has brought about 
an important debate between computer science, mathematics and philosophy, regarding human-ma-
chine interaction. This topic reached interdisciplinary importance at the beginning of the 1980s and 
reached its peak at the end of the 1990s. At this point in history, personal computers gain market share, 
reaching recurrent civilian use and leaving the specialist use zone, expanding the more intensive use 
of the connection between universities, governments and military bodies. The last two decades of this 
century have been iconic for the world of technological evolution, and the radical changes brought to 
educational institutions and companies in the throes of transformation and innovation. The process of 
globalization of the economy and culture is marked by advances in information systems that accompany 
trends towards connectivity and global standardization through miniaturization of electronic systems 
with increased speed and capacity, portability and compatibility of devices and the limitless growth of 
digitized information. The training of professionals enters society in the so-called data age and reaches 
an irreversible level of connection between artificial intelligence and social learning. In this process, a 
new area of knowledge called big data has emerged, whose field of research focuses on how to process, 
analyze and obtain information from large, complex data sets, from recurring new sources.  According 
to Magrani (2018), the history of the internet can be understood in three generations: the internet of 
machines, the internet of people and the internet of things. 

The process of industrialization introduced, for the first time, intelligent systems capable of carrying 
out tasks performed by workers. Industrial robots have had an impact on the world of production and 
work, increasing profitability by improving product quality, reducing production costs, and replacing 
workers in some tasks. Automation software offers the possibility of performing simple administrative 
support tasks and is evolving into large-scale automation of more complex processes. In this context, 
debates are intensifying about the relationship between humanity and technology, and narratives about 
whether the impacts have been positive or negative. In the fields of exact sciences and nature, human-
ities and the arts, many questions have arisen about the essence of human beings, fueling the tension 
between technological evolution and human experience. Since the second decade of this century, the 
Internet of Things (IoT) and the 5G Internet have brought greater connectivity to all processes involving 
the use of technology and culture. They have ample data transfer capacity and extremely high con-
nection speed standards with multiple users connected simultaneously. Developed from the idea of a 
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worldwide network of connected objects with the possibility of exchanging information with each other, 
the IoT still raises many questions relating to interfaces, design and the user. Studies on the subject, for 
example by Magrani (2018; 2019), Faccione Filho (2016), Ashton (2010), Atzori et al (2010), show that the 
number of IoT events and publications is growing.  It is possible to verify public interest in the topic by 
consulting its evolution through Google Insights with the keyword internet of things. 

However, there is still a need for studies involving issues of ethics, privacy, legislation, and interop-
erability, which are important indicators of the breadth of the phenomenon. Various international or-
ganizations are carrying out studies and research into the creation of general architectural standards 
and functionalities for the development of application solutions for the new, large-scale markets that 
characterize what we can understand as the “thing”.  The frontiers of discovery are still open. According 
to Faccioni Filho (2016), this new “network of objects” offers a multitude of new solutions in preparation 
for a near future that will integrate different technologies and social fields in a diversity of elements and 
areas of coverage. There is still a need for greater clarity as to the consequences of its social impacts.  
The prospect is that of connecting an extensive network, with smartphones and industrial robots and 
other connections that require high performance and structured connectivity. It has established itself as 
a fluid and necessary ecosystem for tackling major problems around the world. Its use has made head-
lines in the media all over the planet. One example is the use by academia and science of ChatGPT, an 
artificial intelligence created by a US research laboratory called OpenAI, whose architecture is based 
on a neural network called Transformer specially designed to deal with text. The name ChatGPT is the 
acronym for an algorithm developed using neural networks and machine learning, which focuses on im-
proving virtual dialogues by offering users simple ways to chat and get answers by cross-referencing the 
data available on the internet. According to Fleck et al (2016), “a neural network is a system designed to 
model how the brain performs a particular task, implemented using electronic components or by prop-
agation simulation in a digital computer”. A neural network is capable of developing learning processes 
using parameters set by the stimulation of the environment in which it is inserted. In other words, the 
learning process takes place because, according to Haykin (2001a; 2001b)), its functioning resembles 
the human brain in two basic aspects: a) knowledge is acquired by the network from its environment, 
through the learning process; b) connection forces between neurons (synaptic weights) are used to 
store the acquired knowledge. Thus, it undergoes modifications when it responds to stimuli from the 
environment, as is the case with the human learning process. If the parameters are free, learning will be 
creative, and AI is capable of contextualizing facts, writing texts, lyrics, poetry, short stories, program-
ming codes, recipes, etc. 

This process of authoring texts has mobilized the international scientific community, which is con-
cerned about the ethical issues surrounding the use of AI. In this context, this article aims to problema-
tize the concept of artificial intelligence and the heated debate about whether it is possible to duplicate 
human intelligence at the current stage of technological development. According to Childs (2016), we 
are witnessing the return of the tension between technological advancement and human experience, 
which is not new. It is a problem that has been discussed with greater emphasis since the 19th century, 
when the first major reactions against technology were recorded. In the 20th century, authors such as 
Heidegger (1997), Jacques Ellul (2012a; 2012b.), José Ortega e Gasset (1977) and Carl Mitcham (1989), 
pointed out criteria for assessing the rupture between humanism and technology, offering indispens-
able and fundamental philosophical tools for understanding the meaning of technology in modernity, 
since the transformations have been profound and at an accelerated pace. The debate is raging about 
the implications for various fields of knowledge of artificial intelligence “replacing thought” and im-
pacting on scientific and technological development, as well as the educational bases for building the 
future. We understand that the problems of the impact of the technological world on social construc-
tion require a multidimensional and interdisciplinary understanding involving analysis by generalists 
from the social sciences, universalists from philosophy, computer science and the emerging cognitive 
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sciences.  To adequately problematize the issue of technicism versus humanism requires approaches 
based on multiple fields of knowledge. Thus, in this article, the discussion is based on the double cor-
pus of discourses: the conceptual and the ethical. The methodology used for the study was based on 
the following descriptors: Artificial Intelligence and Philosophy; Artificial Intelligence; Humanism and 
Technology; Touring Test; Chinese Room; Internet of Things. 

Harari (2020) brings us elements of the Cognitive Revolution of Homo Sapiens. He provides us with 
a brief history of humanity with important elements for understanding the current Scientific Revolution, 
such as the most significant inventions of the last century:  combustion engine, electricity, nuclear energy, 
the three-dimensional structure of the DNA molecule, nanotechnology (control of matter on a molecular 
and atomic scale), pharmaceuticals (molecular modification and principles of optimization of prototype 
compounds), general advances in research involving molecular biology and genetic engineering, among 
others.  According to Harari (2020), human beings have always been architects of innovation since the 
cognitive revolution. Humans have created imagined social orders with successive inventions including 
the agricultural revolution, writing, the invention of currency, the creation of empires, the systematization 
of science, capitalism, the engine of great inventions. Since the 19th century, new epistemological paths 
have been under construction in a historiography based on research that has generated anchor points and 
clarifications on the various historical contexts that have generated the relationship between technology 
and humanism. Finally, we have arrived at the current 5.0 society, which advocates repositioning technol-
ogies for the benefit of human beings. In other words, human beings are at the center of technological 
transformations. Usage of AI to enhance a social ecosystem where human skills are geared towards pro-
moting inclusion, ensuring sustainability, and improving the quality of human life. Is this a recovery of the 
Aristotelian vision of the good life (ethics) and the common good (politics) or a recovery of the currents of 
contemporary practical philosophy (utilitarianism and liberalism)?

Since Touring (1950), the concept of AI has been popularized in many fields of knowledge, with phi-
losophy having an impact of diverse reflections. For methodological purposes, we will present some con-
cepts that are essential for the purposes of this work. According to Koselleck (1992), we understand what 
a concept is when it is possible to conceive a history through it. This means that not every word can be 
transformed into a concept. The author argues that, in a simplified way, we can admit that each word refers 
to a meaning and, consequently, to a content. However, concepts have limitations and boundaries. We will 
take as our axis the understanding that the concept of AI goes through historical metamorphoses.  

That being said, we will look for the concept of Artificial Intelligence on the border between the exact 
sciences and philosophy, to explain the methodological route that underpins our approach to clarify con-
troversies at the heart of a possible theoretical debate. As a linguistic phenomenon (Habermas, 1968), the 
concept can transcend the theoretical dimension to act in the understanding of facts in concrete reality. 
There is no concept without a relationship to a given context. Thus, we searched for the concept of AI in 
the double corpus: computer science and philosophy. In his text Computing machinery and intelligence, 
Alain Touring (1950) presents his “game of imitation” in which he shows the roots of the concept of AI, 
raising a question that still fuels debates among philosophers of the mind: “Can machines think?” This 
basic question still intrigues philosophers today, since there are many understandings about what kind of 
intelligence can be produced by algorithms run by electronic artifacts. The so-called Analytical Machine 
designed by the mathematician Charles Baddage and Ada Lovelace brought about the first theological 
and philosophical inquiries into the fact that thinking is an exclusive act of the human soul. 

Touring (1952) presents seven arguments and nine objections to the so-called Touring Test or The 
Imitation Game, in which he tests the ability of a machine to produce a narrative in the same way as a 
human being. In a nutshell, the game consisted of placing three participants in isolated rooms: a man, a 
woman, and an interrogator, to discern by written answers, without visual or verbal contact, who is a man 
and who is a woman, based on questions that the interrogator can ask. In the process, a communication 
channel with a keyboard and a screen is used to generate the result, which today would be a type of 
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instant messaging tool. One of the interrogated was swapped for the machine and the interrogator had 
to distinguish between the person and the machine, which didn’t happen. For Touring, it would be diffi-
cult for a person to imitate a machine, above all because of its inability to perform complex calculations. 
A machine can perform, for example, billions of calculations and carry out tasks with small margins of 
error. This ability is very difficult to prove with human beings. Given the various possible entrances to the 
discussion on this subject in the field of philosophy, we consider the studies carried out by Jonh Searle 
(1980) as an entry rhizome, when he substantiated the criticisms of Touring’s concept of AI, through his 
Chinese room argument. Searle (1980;2007) published the article Minds, brains, and programs, which 
had great academic repercussions. In his critique, he analyzes what he calls formal processes in which 
the machine performs tasks based on information sent to it. He claims that even if the answers are 
positive, the machine is still incapable of understanding the information it is dealing with. The basis of 
Searle’s critique is to challenge Touring’s arguments that machines can think, believing that machines 
are only capable of simulation, have no intentionality and that it is impossible to duplicate the human 
mind. Searle’s (1996) famous example of the Chinese room provides evidence that machines can be pro-
grammed to perform formal manipulation of symbols, simulate conversations and responses, but they 
do not have cognitive states like humans. Humans are different. The author raises the assumptions that 
programs are totally syntactic, and minds have a semantic capacity: “Minds are semantical in the sense 
that they have more than a formal structure, they have a content” (Searle, 1997, p. 38-9). The fact of 
projecting simulations does not guarantee that machines have a mind. Searle’s syntactic abilities involve 
the concept of intentionality, i.e., the ability of the mind to represent objects, understand meanings, 
present beliefs, and desires in relation to meaning, which is not purely formal. Intentionality can be both 
original (only humans and animals can desire) and derived (written descriptions and sketches). Dennet 
(2022) criticizes Searle’s concept of intentionality by arguing that if an AI is equipped with mechanisms 
that allow it to interact with the environment, it can learn through interaction. In broader terms, Searle’s 
critique targets the concept of Artificial Intelligence, which he calls Strong Artificial Intelligence - SAI. 
Roughly speaking, SAI was the concept coined by Searle to describe a field of understanding in which 
it is possible to simulate the human mind using a computer model. For the author, consciousness and 
thinking are biological and uniquely human phenomena that cannot be duplicated, but only simulated. 
What Searle sought was an attempt to abstractly have an experience, based on his own theory, to eluci-
date the question posed by Turing: “Can machines think?”

Many objections to Searle’s Chinese room test have been raised by various authors of analytic 
philosophy such as Roger Penrose (2007), Stevan Harnard (2007), Mark Bishop (2007), Copeland (1993, 
2007), among others. These criticisms were both of a logical-formal nature and of the author’s under-
standing of fundamental concepts and precepts in the fields of computing and cognitive sciences, 
pointing to Searle’s misunderstanding of Touring’s claims, above all because he confused simulation 
with duplication. 

Since Touring and Searle, encouraging advances in technology have brought significant elements 
into philosophical discussion about the nature of the mind, offering various possible ways of enrich-
ing this question. Putnan (1967; 2023) already raised the possible association between Touring’s ma-
chine and the human being.  Authors such as Fodor (1991; 2004), Dreyfus (1992, 1972) and Churchland 
(1990;2004) offer critics possible alternatives to clarify the problem of what types of evidence are still 
needed to justify an analytical interpretative choice about human cognition and the possibility of its 
duplication by machines. 

It is also important to note that these questions are being analyzed in the field of culture. Literary and 
fictional works such as Mary Shelley’s novel Frankenstein and Aldous Huxley’s Brave New World are well-
known narratives that express the fear of scientific progress in which human relationships are overtaken by 
technological development. The authors created dystopian representations of the world with fears about 
the visible consequences of the relationship between technology and humanism.  In the cinema, the plot 
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and philosophical argument of Blade Runner (Ridley Scott, 1982), Matrix saga (Lana and Lilly Wachowsky, 
1999-2003), Terminator (James Cameron, 1994) and other films in the genre such as I Robot (Alex Proyas, 
2004), Ex-Machina (Alex Garland, 2015), Alita - Combat Angel (Robert Rodriguez, 2019), M3gan (Gerard 
Jonhstone, 2023), show philosophical reflections that have generated debates and diverse theses in an 
attempt to answer the multiple questions raised about human-machine relations. 

2 Human Intelligence and Artificial Intelligence: coming 
together and moving apart

Multiple questions raised by philosophers, linguists, and sociologists, for example, take the concept 
of intelligence as an important parameter. Considered complex, it is still in full development. It varies ac-
cording to different fields of knowledge, for example: psychology (ability to learn and relate), biology (abil-
ity to adapt to new habitats or situations). The debate is open and expanding. Materialist conceptions, for 
example, deny the possibility of reducing the mind to matter. Thomas Nagel (1974) in his article “What is it 
like to be a bat”, in the contemporary philosophy of mind debate, raises the thesis that every mental event 
or phenomenon can be reduced to a physical event or phenomenon. Nagel denies the irreducibility of the 
subjective to the objective, in other words, he denies the possibility of explaining our consciousness based 
on physical phenomena. He maintains that it is impossible to explain the mind from the body. At stake is 
the definition of what thought is. The project to create an AI that thinks is a purely behaviorist experiment. 
Many objections to this question are important so that we can follow the research into understanding that 
a machine can behave similarly to a human being. It can be admitted that this machine can think or have 
an interior life. The concept of artificial intelligence is complex. Among many approaches, the European 
Union document, Ethical Guidelines for Trustworthy AI, considers that an AI has the capacity to make de-
cisions and adapt its behavior (European Commission, 2019, p. 47).

According to Nicolelis (2023), AI is not intelligent, since intelligence has to do with solving a specific 
problem, namely the survival of biological species. Therefore, intelligence is characterized by a type of 
learning specific to biological organisms to survive. Apparently, this wouldn’t be a problem for a machine, 
or at least it would be something they wouldn’t yet have in mind, hence the conclusion that it couldn’t be 
intelligent. Nicolelis (2023) presupposes a concept of intelligence and learning derived from a biological 
view of the phenomenon, but the subject can be dealt with from a more general point of view, such as that 
according to which intelligence is a human capacity to process and produce information to solve prob-
lems and learning is a modification resulting from a stimulus from the environment, in a more general way. 
According to this view, learning can mean the ability to dynamically adapt behavior, in a non-deterministic 
way and susceptible to unexpected behavior (European Commission, 2019, p. 26). On the other hand, 
Gardner (2000, p. 250) defines intelligence as the human capacity to process and produce information to 
solve problems or produce products that are important to a given culture and cannot be measured. It is 
the human potential to process information and can be activated or not depending on the cultural config-
uration. It is made up of the set of skills an individual has for solving problems. If we accept that machines 
can solve complex problems not solved by human beings, we understand that this debate has only just 
begun. Many experiments still need to be carried out to make other interpretations possible. In the next 
section we will gain a better understanding of what is now known as machine learning.

3 Neural networks and machine learning

It is through Machine Learning that computers are acquiring new skills. Machine Learning tech-
niques allow the computer to learn by example, in other words, to learn from data. Machine Learning 
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has become key to putting knowledge into computers. Humans have a lot of intuitive knowledge, which 
they can’t easily express verbally. We don’t have conscious access to this intuitive knowledge. Without 
a formal understanding of this intuitive knowledge, it is not possible to write programs to represent it. 
So, what’s the solution? The solution is for the machine to learn this knowledge for itself, in a similar way 
to how human beings learn.  In the last two years we have seen a return to the debate on the question 
posed by Touring (1950; 1952): can machines think? To broaden this debate, we ask: can machines learn?

Currently it is impossible to talk about AI without referring to a system designed to model how the 
human brain performs a particular task. In its most general form, a neural network is implemented using 
electronic components or is simulated by propagation in a digital computer. To achieve good perfor-
mance, neural networks employ a massive interconnection of simple computational cells, called “neu-
rons” or processing units (Haykin, 2001a; 2001b). One of the main and intriguing features is the ability to 
learn from examples and to generalize the information learned. According to Haykin (2001a), the neural 
network resembles the human brain in two basic aspects: a) knowledge is acquired by the network from 
its environment through the learning process; b) connection forces between neurons (synaptic weights) 
are used to store the acquired knowledge. The learning of a neural network is a process in which the 
free parameters are adapted through a process of stimulation by the environment in which the network 
is inserted. The type of learning is determined based on the way in which the parameters are modified. 
In summary, there is the following sequence of events: a) the neural network is stimulated by an environ-
ment; b) the neural network undergoes modifications to its free parameters because of this stimulation; 
c) the neural network responds in a new way to the environment, due to the modifications made to its 
internal structure (Haykin, 2001b).

Artificial Neural Networks (ANN) are mathematical models that are inspired by biological neural 
structures and whose computational capacity is acquired through learning. The processing of informa-
tion in ANNs is done in artificial neurons, known as McCulloch   e Pitts, 1943; 1990). Many mathematical 
models are inspired by biological neural structures. These models show that it is possible to design and 
increase the computational capacity acquired through learning. To learn a neural network, the algorithm 
needs to go through the training and testing phases where the parameter settings are modified and 
evaluated.  Neural Networks no longer have fully connected structures and are inspired by the local 
sensitivity and selective orientation of the brain. They are currently solving most problems satisfactorily. 
They somehow summarize the activations of the neurons they connect to. The great evolution of AI 
applications in various fields of knowledge and the repercussions of this on reflections on its human 
implications show that this is a developing phenomenon and promises to amplify studies of possible 
dysfunctions in applications in society. The forms of use and the necessary regulations are in progress. 
Below are some ethical and legal issues in the debates involving AI.

4 Current issues: legal normativity applied to AI

So far, we have tried to address philosophical debates and conceptual clarifications about whether 
artificial intelligence and human intelligence can be considered correlated, as well as whether machines 
can think or only simulate human learning. We are convinced that there is still a lot of research to be 
done into the consequences of machine learning in the context of current scientific and technological 
advances. The debate is not new, but in the last decade it has become more urgent. Therefore, we will 
now look at the other essential aspect to be considered in this discussion, which is normative issues. At 
least two paths open in this regard. 

[I] The first refers to how robots or AIs should be treated by humans, despite the certainty of being 
able to predicate them something like intelligence, learning, consciousness, will, intentionality, freedom. 
This could be done based on the concept of person (Dall’Agnol, 2020), which dispenses these qualities, 
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as already practiced by our normative systems in relation to babies or human beings with dementia. 
This perspective can also be extended to artificial agents, as has already been done for corporate legal 
entities in the legal field. In this sense, it is worth analyzing whether objectives such as those envisaged 
by Hauert (2023, p 47) are ethical: “Robots are not going to replace humans, they are going to make 
their jobs much more human. Difficult, humiliating, demanding, dangerous and monotonous - these are 
the jobs that robots will do”.

[II] The second path is one that seeks to regulate the use of AI ethically and legally, with a human 
perspective in mind. This perspective is based on the massive use that is already being made of AI, and 
which tends to grow, a use with impacts for humanity. For this perspective there is no need to have a 
deep understanding of the phenomenon of artificial intelligence, either in the sense of knowing wheth-
er it is intelligent, or whether it can learn, since a more pragmatic perspective can be taken, given that 
there is already sufficient evidence of important impacts to demand normativity. The European Union 
document, Ethical Guidelines for Trustworthy AI (2019), lists concerns of high impact and uncertainty, 
also lists concerns regarding risks (European Commission, 2019, p. 43s): the possibility of involuntary, 
non-consensual and mass identification, as well as the possibility of localization; the development of hu-
man-like robots, which can generate emotional bonds; the possibility of classifying people in all aspects, 
creating registers; the creation of autonomous lethal weapons.

As has been said, this path takes shapes from the human perspective, something that can be seen in 
the research carried out by MIT’s Moral Machine website [https://www.moralmachine.net/hl/pt], whose 
aim is “gathering a human perspective on moral decisions made by machine intelligence”. This led 
Savulescu, Gyngell & Kahane (2021) to propose a procedure for how to use such preferences in political 
deliberations, including the consideration of what he calls robust philosophical agreements on certain 
ethical issues. Let’s look at examples of concerns in this direction: a) the use of human brain tissue in AI, 
i.e., kinds of semi-biological devices: “In practice, this means that semi-biological semiconductors will 
be able to have what Razi calls ‘continuous lifelong learning’ - which allows the chips to acquire new 
capabilities without abandoning old learned skills” (Estadão, 2023); b) the incorporation of language 
models that allow for something like an artificial brain, which boosts learning possibilities (Roose, 2023). 

There is also concern about the use of AI in various sectors, with significant impacts: the use of ro-
bots in care services (Schaeffer, 2023); the use of robots in the public service, such as granting social se-
curity benefits (Gercina, 2023); the use of AI in tax jurisdiction (Salles, 2023); the prediction that artificial 
neural networks will have a significant impact on cultural production (SENAI, 2023, p. 10-13; Palmeira, 
2023); the unemployment that AI can cause (BBC, 2023); the use of AI in credit and insurance sectors, 
which can lead to predictions being a kind of self-fulfilling prophecy (Jobim do  Amaral, Santos Elesbão, 
da Veiga Dias, 2022, p. 689), thus giving this tool an unprecedented role. The concept of ‘machine’ helps 
to understand the phenomenon, since machines can perform complex activities without any human 
intervention, such as driving cars, flying airplanes, diagnosing diseases, responding to threats. Leben 
(2019, p. 1) understands that, in this sense, such machines are no more automatic, but autonomous. 

These new developments in technology and new possibilities for the application of AI have gen-
erated studies in various areas, as well in the field of normativity, whether legal (Branco, Tefé, 2023) or 
ethical: “the use of robots by the judiciary requires active human vigilance”, because “there is no way 
to attribute malice or guilt to AI” (CONJUR, 2023); AI needs to be controlled (Hinton, 2023); the use of 
AI can cause harm (Rodas, 2023); Facebook was ordered to pay twenty million reais in moral damages 
(Mendes, 2023). 

Based on the concepts of unacceptable risk, high risk and minimal risk, as well as potential danger, 
on June 14, 2013, the European Union approved regulations concerning AI. According to this legal reg-
ulation, “The development and use of systems that present an unacceptable risk are prohibited, while 
high-risk systems are subject to severe restrictions on development, implementation and use. Regard-
ing low-risk systems, the requirements relate to transparency” (Sarlet, 2021, p. 298).
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Specifically, concerning the Brazilian case, from a legal point of view, the Constitution can play an 
important role in regulating the matter, due to its deeply principled nature, which gives it a more ex-
tended applicability. In the words of the commentator, 

“It is recognized that, although the 1988 Federal Constitution is not exactly digital, Brazil already has 
a legal system anchored in principles and provisions that guarantee the enjoyment of rights such as 
intimacy, equality, freedom, security, non-discrimination and the free development of the personality 
which, in themselves, already consolidate a significant support for opposing resistance to some of 
the deviations mentioned above” (Sarlet, 2021, p. 290-1).

In addition, it should not be forgotten that in 2018 the General Law on the Protection of Personal 
Data came into force, which, although it does not deal directly with AI, has applicability to aspects in-
volved in the issue. This law, called the Constitution of the Internet in Brazil (2018), lists various human 
rights that must be respected, and created the National Council for the Protection of Personal Data and 
Privacy. In any case, the author concludes that “based on constitutional principles, the catalog of fun-
damental rights and guarantees, as well as the rights extracted from the Brazilian legal system, aligned 
in a normative constellation by human rights, it becomes possible to act positively in this area” (Sarlet, 
2021, p. 294).

5 Ethical normativity applied to AI

Ethics, like law, must operate Based on the possibility of harm or risk of harm, which puts humans 
in the position of victims, being this perspective defended, for example, by Leben (2019), who mentions 
Asimov’s three laws of robotics, the first of which is precisely not to cause harm to a human being (p. 1-2). 
It is in this sense that studies on prejudice in the uses of AI can be understood, such as in the analysis 
of credit and insurance profiles (Jobim do Amaral, Santos Elesbão, da Veiga Dias, 2022, p. 689), as well 
in relation to gender, race and diversity (Barbosa, Tresca, Lasuchner, 2023). With this theme in mind, in 
2023 the journal Res publica launched a special issue (V. 29) on algorithmic discrimination and fairness, 
the purpose of which was to address the normativity arising from the moral notion of equality and its 
relationship with the use of AI.

The European Union document Ethical Guidelines for Trustworthy AI (2019) is a good example of 
how a precautionary principle can be used to deal with AI from an ethical point of view. The document 
aims to “Develop, deploy and use AI systems in a way that adheres to the ethical principles of: respect 
for human autonomy, prevention of harm, fairness and explicability” (European Commission, 2019, p. 2). 
This document has characteristics that allow to take it as a model, since it is positioned at the interface 
between academic-philosophical studies in the area of applied ethics and deliberative processes for 
establishing specific ethical standards concerning AI, for the bloc of European Union countries: “these 
Guidelines seek to go beyond a list of ethical principles, by providing guidance on how such principles 
can be operationalised in sociotechnical systems” (European Commission, 2019, p. 2). The document is 
an explanation of the precautionary principle, since it makes extensive use of notions as risk and harm, 
including the concepts of unacceptable or high risk, which have already been reflected in European 
Union legislation in 2023, as pointed out above, with the aim of an “ethical, secure and cutting-edge AI” 
(European Commission, 2019, p. 5).

The precautionary principle is widely used in environmental law (Freitas, 2003). Arguably, its ancestor 
is the principle of responsibility proposed by Jonas. According to him, an ethics for a technological civiliza-
tion require a principle of responsibility, the basis of which, he claims, is fear: “We know much sooner what 
we do not want than what we want. Therefore, moral philosophy must consult our fears prior to our wishes 
to learn what we really cherish” (Jonas, 2006, p. 71).  Ethics based on risk, and therefore on precaution or 
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prevention, is strongly driven by fear, something that Hobbes dealt with exemplary grandeur in his political 
philosophy. By the way, in the movie Terminator, 1984, the fear of machines is iconic.

Be that as it may, alongside the benefits, the document considers risks or impacts concerning the 
use of AI “difficult to anticipate, identify or measure (e.g. on democracy, the rule of law and distributive 
justice, or on the human mind itself)” (European Commission, 2019, p. 2). The document, as the term 
itself indicates, in view of the diagnosis made, points out seven key requirements that must be met in 
order to achieve a trustworthy AI: (1) human agency and oversight, (2) technical robustness and safety, (3) 
privacy and data governance, (4) transparency, (5) diversity, non-discrimination and fairness, (6) environ-
mental and societal well-being and (7) accountability.  These requirements, once met, would guarantee 
trust, as they would either prevent or reduce risks. The document clearly states: “Our strategy to help 
Europe realize these benefits is to use ethics as a key pillar to ensure and develop a trustworthy AI.” 
(European Commission, 2019, p. 6). The other two pillars are legal and robustness, the latter under-
stood in the sense of prevention, i.e., “safeguards to avoid unintended negative impacts” (European 
Commission, 2019, p. 8). In the end, the main objective is to “protect people and groups at the most 
basic level” (European Commission, 2019, p. 11). In this vein, of the four principles listed, the second 
is the prevention of harm, alongside respect for human autonomy, fairness and explicability (European 
Commission, 2019, p. 14).

The last requirement deserves some emphasis. Responsibility is still attributed to human program-
mers (Zerilli, 2021, p. 70s), but, considering that the concept is problematic in relation to humans them-
selves, there are attempts to assign responsibility, in some way, also to machines. For example, Floridi 
& Sanders (2004) distinguish between responsibility and accountability (p. 351). This distinction allows 
them to explain why a dog that bites someone is punished, for example, by its isolation, or even explain 
why the dog undergoes training to try to change its aggressive behavior. (Noorman, 2023). This same 
distinction could allow to attribute moral accountability to machines, but not moral responsibility.

6 Final considerations

By way of conclusion, it is worth asking whether the modern world of big data, remote simulators, 
drones, the internet of things, 5G technology, and other inventions using AI justifies and ensures a 
richer and a more humane future. Will a new philosophy trying to reconstruct the world based solely on 
technological standards emerge, or will we look to the humanist tradition to develop an interpretation 
of the world where the relationship between humans and machines remains unclear?  Case (2023) in an 
interview to the newspaper El Pais argued that technology humanizes us, at the same time as it gives 
us the status of cyborgs, since it alters our extensions in terms of our ability to speak, hear and move 
around. She argues that the synergy between information circuits, digital devices, artificial intelligence, 
communication networks, social movements and individuals, rewrites and resignifies ways of living and 
ways of building the social, because of the symbiosis between science, technology, and society.  The 
interaction between humans and non-humans brings to the forefront of discussion the concept of the 
cyborg and the consequent plasticity in human learning through human-machine interaction (Adam, 
2007). By announcing that the person-machine relationship makes us all hybrids, that is cyborgs, she 
draws attention to the fact that we are not Robocop or the Terminator. We don’t wear robotic legs or 
chips, but we are mental cyborgs every time we use digital devices to live in a world that connects the 
extensions of our ability to see, hear and move, with AI techniques that are increasingly invading the 
social world to help us solve complex problems. According to Case (2023), we need to create spaces for 
thinking and living real experiences.

The desire to make AI learn is not new. Ever since Alan Turing’s test, we’ve known that systems can be 
intelligent. Even today, AI systems undergo these tests to verify their ability to learn. So far, it has not been 
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established that humans’ ability to learn has not yet been achieved. Research into the learning capacity of 
machines continues to adjust machines to learn like humans. Although we don’t yet know for sure how hu-
mans learn, there are already efficient algorithms for “teaching” specific tasks to computers. AI is already 
learning to drive cars (Google and Tesla cars). But there is still a lack of ethical guidelines and legislation to 
produce tests in real environments and risk situations (Feng et al., 2021). Studies are needed on the social 
and ethical impacts of AI, as well as studies on its risks and benefits in the development of human actions. 

Meanwhile, the debate is permeated by both unfounded fears and real problems. AI can have both 
good and bad impacts. AI can prevent human beings from being exposed to dangerous tasks that can be 
carried out by machines without having to stop dealing with exciting and enjoyable creations. The bene-
fits are already numerous: improvements in the field of health; Natural Language Processing; clean energy 
production; fraud monitoring; safer means of rapid transportation; more productive governance. It must be 
recognized that AI also has negative impacts: unemployment and increased social inequalities. As pointed 
out in previous topics, its use involves numerous ethical and moral issues, including: the use of powerful and 
automatic weapons; invasion of privacy; lack of transparency in the use of data, among others. 

It is known that the concept of AI is disputed, both in terms of the predicates that make it up and the 
scope and limits of its use. This text has attempted to make normative considerations, both from the point 
of view of how humans should treat AI, and in relation to how humans should protect themselves from pos-
sible harm arising from the use of AI. In both perspectives, legal or ethical standards can be established. 
In the case of the latter, with a view to protecting humans from possible harm, it was considered that the 
principle underlying the system proposed by the European Union document, Ethical Guidelines for Trust-
worthy AI, is that of precaution, already widely used in the area of environmental law, whose ancestor is the 
principle of responsibility, developed by Jonas, as a possible basis for ethics for a technological society.

The interpretation of the European Union document led to the understanding that it is a good 
proposal for an ethical system applied to AI, based on the precautionary principle. The document pro-
posed a system of rules structured as a precaution in relation to AI, capable of generating trust. For 
this reason, the driving force behind the document seems to be fear of AI, which generates distrust. 
Ethical and legal norms can form a basis capable of dispelling this fear, as they can be powerful enough 
to establish appropriate precautions, the result of which could be a more trusting relationship with 
AI or suffering when we are exposed to constant connections, which is why human-machine relations 
need to be redefined. According to Oliveira (2017), the world of culture is being formalized as a sec-
ond nature produced by human ingenuity, an ecosystem of cybernatives, of hybrid humans, sanctioned 
by symbiotic hyperconnectivity, in other words, by the incorporation of inorganic as a potentializer of 
a new existential status, where the main character of this new paradigmatic status is the cyborg. This 
figure of fiction and reality is made up of a large network of processes involving technology, the body, 
subjectivity, social, educational, and political developments. According to the author, a philosophy of 
the cyborg is being built, to think about human learning and machine learning without falling into the 
human-machine duality. To wbuild a possible diagnosis of the present, we need to think about forms of 
epistemic cyborgian practices, ontological cyborgian practices and ethical cyborgian practices. Accord-
ing to Oliveira (2017), if for Spinoza (2007) no one has yet determined what a body can do nowadays it 
would be essential to ask: what can the mind do?
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